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Abstract

The use of artificial intelligence (AI) algorithms in diagnostic radiology is a developing

area in veterinary medicine and may provide substantial benefit in many clinical set-

tings. These range from timely image interpretation in the emergency setting when no

boarded radiologist is available to allowing boarded radiologists to focus onmore chal-

lenging cases that require complex medical decision making. Testing the performance

of artificial intelligence (AI) software in veterinary medicine is at its early stages, and

only a scant number of reports of validation of AI software have been published. The

purpose of this study was to investigate the performance of an AI algorithm (Vetology

AI®) in the detection of pleural effusion in thoracic radiographs of dogs. In this retro-

spective, diagnostic case–controlled study, 62 canine patients were recruited. A con-

trol group of 21 dogs with normal thoracic radiographs and a sample group of 41 dogs

with confirmed pleural effusion were selected from the electronic medical records at

theCummings School ofVeterinaryMedicine. The imageswere cropped to includeonly

the area of interest (i.e., thorax). The software then classified images into those with

pleural effusion and those without. The AI algorithm was able to determine the pres-

ence of pleural effusion with 88.7% accuracy (P < 0.05). The sensitivity and specificity

were 90.2% and 81.8%, respectively (positive predictive value, 92.5%; negative predic-

tive value, 81.8%). The application of this technology in the diagnostic interpretation

of thoracic radiographs in veterinarymedicine appears to be of value andwarrants fur-

ther investigation and testing.
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1 INTRODUCTION

Recently, technological innovations in artificial intelligence (AI) and

machine learning (ML) software have been shown to be useful to med-

ical and veterinary professionals.1,2. Artificial intelligence can analyze

images to recognize objects of interest and distinguish certain features

in a variety of medical conditions in different imagingmodalities.3–9

Abbreviations: AI, artificial intelligence; CNN, convolutional neural network; DL, deep

learning; ML, machine learning.

AI can be defined as a set of computer algorithms that attempt to

simulate the problem-solving capacity and cognitive function of the

human brain. AI software tries to recreate the cognitive function of

the human brain.10 ML is a form of AI that applies a specific algo-

rithm to observational data points without the need for additional pro-

gramming by software developers. Another form of AI is representa-

tion learning (RL). In RL, the algorithm detects certain features that

aim to classify a certain condition. For example, in the context of this

paper, the features could be the abnormal radiographic findings that
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a radiologist uses to conclude that there is pleural effusion. The lat-

ter is viewed as the condition. RL tends to become more accurate as

more data become available. Deep learning (DP), another subset of

AI, uses multiple algorithms to analyze data. To develop an efficient

DP system, multiple images need to be available to the software to

improve accuracy when compared to the “correct answer.” The cor-

rect answer can be viewed as the gold standard, which in the field of

AI, is known as the ground truth.10,11 A complete explanation of how

AI works is beyond the scope of this article. However, two premier

articles on how AI works can be found in the list of references at the

end of this paper.10,11 There is considerable potential for AI to pro-

vide an initial interpretation of medical images in thoracic radiographs

in human medicine. For instance, in human patients, AI algorithms

have been created to evaluate thoracic radiographs for pneumothorax

and tuberculosis or to detect other key extrathoracic findings, such as

bony fractures12–14. Furthermore, AI has been demonstrated to aid in

decision-making, predicting the mortality risk in patients with COVID-

19 with high accuracy using the patients’ physiological conditions,

symptoms, preexisting conditions, and demographic information.15 AI

has also demonstrated the ability to recognize ischemic strokes on

MRI.16 Previous studies have shown that, for some specific tasks, AI

systems are already outperforming humans in the detection of breast

cancer using digital mammography.17 The quantity of peer-reviewed

articles published annually involving deep learning (DL) or convolu-

tional neural networks (CNNs), another commonly used term that

groups different AI methodologies, has increased exponentially in the

past 5 years.18,19 Advances in AI have yet to be assessed compre-

hensively in veterinary diagnostic imaging. To date, few studies test-

ing the application of deep learning in veterinary medicine have been

published.

In 2018, a study comparing two strategies to separate normal ver-

sus abnormal thoracic radiographs in dogs showed good performance

of the AI software in detecting abnormalities and assisting general

practitioners.20 In 2020, a pilot study usedAI techniques to screen tho-

racic radiographs for thedetectionof canine left atrial enlargement and

compared the results with those of veterinary radiologist interpreta-

tions. The overall accuracy of the CNN algorithm and veterinary radi-

ologists in that study was identical.21 Studies have demonstrated clas-

sification accuracy in the detection of thoracic abnormalities such as

generalized cardiomegaly22, tracheal collapse, left atrial enlargement,

alveolar pulmonary patterns, pneumothorax, and pulmonarymasses in

dogs.20 Another report also showed thatCNNwas able to identifymul-

tiple thoracic lesions in canine as well as feline radiographs.2 One of

the main challenges of AI software is in obtaining a large quality data

set for training. Another challenge faced by AI is training for rare dis-

eases, as there are few examples from which AI software can learn,

and validation can be difficult given the requirement for large sample

sizes.13 While recent publications evaluating thoracic radiographs in

dogs using DL approaches2,20,23 provided strong evidence for the util-

ity and accuracy of AI, these studies compared radiology reports with-

out confirmation of the various disease processes investigated, includ-

ing pleural effusion. Whereas this is an accepted methodology, pitfalls

may occur with this method, as abnormal findings that are the focus of

any given study might not be systematically mentioned in the radiol-

ogist’s reports. Generally, the radiology report can be subjective and

may not be supported by later evidence, such as histopathology or

surgery findings. Although the performance of AI algorithms in vet-

erinary medicine is beginning to be tested, they are still lagging when

compared to human medicine, especially in validating the accuracy of

the technology.18,19 The authors believe this new technology should

be validated before its application in day-to-day veterinary medicine.

However, commercially available products are already being offered to

private veterinary practitioners and practices. Hence, validation of the

technology has a sense of urgency.

A variety of diseases can lead to the abnormal accumulation of fluid

in the pleural space.24,25,26,27 Thoracic radiographs are arguably the

most efficient method to detect and subjectively quantify pleural effu-

sion (PE), and the commonly seen radiographic signs of PE have been

well described. 28 Positioning, adipose tissue, accumulation, and dis-

eases such as pleural nodules or masses can sometimes be misinter-

preted as PE.29

TheAI software selected for this study,VetologyAIGuardian (Vetol-

ogy Innovations, San Diego, CA, USA), was created to produce diag-

nostic reports for the evaluation of canine thoracic radiographs. This

software uses multiple CNN algorithms and has been developed using

deep learning best practices. The testing and training involve com-

parison to the ground truth of an ACVR-certified veterinary radiolo-

gist’s report. The AI-based software is directed to identify a variety

of routinely assessed features in radiographic images of the canine

thorax. The purpose of this study was to investigate the perfor-

mance of an AI algorithm for the detection of confirmed PE in tho-

racic radiographs of dogs. The authors hypothesized that AI may

have satisfactory accuracy as a screening method in the detection

of PE.

2 MATERIALS AND METHODS

2.1 Experimental design and selection of subjects

The present retrospective, diagnostic, case–control study was con-

ducted under the approval of the Foster Hospital for Small Animals

HospitalDirector’s office. This includes approval for theuseof thedata.

All the images were individually evaluated by two of the authors (T.M.,

diagnostic imaging resident, and M.S., ACVR-certified veterinary radi-

ologist) with over 10 and 30 years of experience in small animal diag-

nostic imaging, respectively. The sample size in each groupwas defined

by power analysis. A retrospective analysis of the electronic medical

records at the Cummings School of Veterinary Medicine at Tufts Uni-

versity between January 2009 andOctober 2020was reviewed. Inclu-

sion criteria were availability of diagnostic quality orthogonal radio-

graphic projections, radiographic reports that contained a diagnosis of

PE, and confirmation of pleural fluid by thoracocentesis (17), thoracic

ultrasound (13), surgery (9), CT (1) or MRI (1). None of the patients

had manual inflation of their lungs or were under general anesthesia

for acquisition of the radiographs.
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Additional normal thoracic radiographs were obtained from

patients without clinical evidence of thoracic disease and with no

previous history of PE. A study was considered normal when no

abnormalities were present in the lungs, cardiovascular structures,

pleural space, or mediastinum. These patients were presented to pre-

operatory examination or preanesthesia examination with unrelated

thoracic abnormalities such as cervical spinal pain, spinal cord lesions

and dental disease.

Before all cases were submitted for AI analysis, the authors (TM

and MS) jointly evaluated each of the radiographs and, by consensus,

graded the degree of severity of the pleural effusion as mild, moder-

ate, or severe. Patients without pleural effusion and a normal thorax

were assigned to group 1. The confirmed cases of pleural effusionwere

assigned to group 2.

2.2 Data recording and analysis

Digital radiographs were received by the Vetology AI software in

standard DICOM format. Image processing included the application

of intensity normalization, denoising, and gamma correction to the

extracted images. The images were cropped to include only the area

of interest (i.e., thorax). The software then classified images into those

with pleural effusion and those without. The CNN was trained on

approximately 2000 images of pleural effusion and approximately

2000 images of normal patients on the TensorFlow platform. The nor-

mal set did not contain other diseases. TensorFlow is an open-source

platformthat is used formachine learning. Theplatformprovides auser

interface for executing AI algorithms.30 A broad range of digital radio-

graphs from clinical caseswith varied canine breeds, ages, geographies,

anddigital X-ray systemswereused to source trainingdata representa-

tive of diverse real-world cases. The training set of imageswas selected

and labeled for disease status by technicians under the supervision of

board-certified radiologists. A k-fold (k= 3) cross-validation algorithm

assessed model performance. The CNN architecture is VGG16.31 The

CNN is a binary classifier that provides a probability of pleural effusion.

The specific threshold was selected prior to this study based on inter-

nal testing.

2.3 Statistical analysis

The results generated by the AI software for groups 1 and 2 were sta-

tistically evaluated. Statistical significancewas considered for aP-value

< 0.05. Efficiency in discriminating effusion was assessed by statistics

on sensitivity, specificity, predictive values, and accuracy.32,33 Confi-

dence intervals (CIs) of 95% of the agreement and efficiency param-

eters were constructed. All statistical analyses were performed by

an independent statistician (MT) using a statistical software package

(R Core Team, 2020. Vienna, Austria). Factors such as age, weight,

and breed were not included in the statistical analysis given that the

software was trained to recognize and interpret varied canine breeds

of different ages.

3 RESULTS

All studies were produced using commercially available DR equipment

(Canon Digital Radiography Systems, CXDI 17 × 17 flat panel detec-

tor and image postprocessing software Sound SmartDR, Carlsbad, CA)

with exposure techniques that varied according to the thickness of the

animal, with kVp ranging from 80–90 and mAs from 3.5–8.0. The DR

equipment uses grid suppression software. The inclusion criteria were

met by 62 dogs of different breeds. The median age of dogs in the nor-

mal group was 10 years (range 3 to 14 years), and in the pleural effu-

sion group, it was 12 years (range of 4 to 24 years). The median weight

of dogs in the normal group was 16 kg (range 6.0–47.7 kg). Themedian

weight of dogs in the pleural effusion group was 32 kg (range 7.5–55.0

kg). Dog breeds included American Pit Bull Terrier, American Stafford-

shire Terrier, Beagle, Border Collie, Boston Terrier, Chihuahua, Cocker

Spaniel, FrenchBulldog, GermanShepherd, Goldendoodle, Grayhound,

Labrador, Maltese, Miniature Poodle, mixed breed, Portuguese Water

Dog, Pug, Schnauzer, ScottishDeerHound, SiberianHusky andTibetan

Terrier.

Forty-one included dogs had confirmed pleural effusion, and 21

dogs had normal thoracic radiographs. A total of 173 imageswere eval-

uated from the 62 patients. This included 62 right lateral images, 49

left lateral images, and 62 ventrodorsal images. Evaluators were aware

of the animal’s presenting complaint for group 1 (n: 21). This group

included dogs undergoing a preanesthesia workup with unrelated tho-

racic abnormalities. Group 2 (n: 41) included animals with a history of

traumatic metastatic disease, cardiomyopathy, thoracic neoplasia, and

lung lobe torsion.

The final diagnosis leading to pleural effusion included diaphrag-

matic hernia (3), chylothorax (4), lung neoplasia (6), heart base mass

(1), lung lobe torsion (4), rib neoplasia (4), mediastinal mass (6),

metastatic disease (6), fungal disease with pleuritis (1), and heart fail-

ure (6). The authors classified the confirmed pleural effusion cases

as having mild (9), moderate (22), and severe (10) volumes of pleural

effusion.

The AI software detected pleural effusion in 37/41 of the confirmed

pleural effusion cases and correctly classified 18/21 of the normal

cases.

The sensitivity of the AI model to recognize pleural effusion

was 90.2% (95% CI 0.768–0.972), and it showed a specificity of

85.7% (95% CI 0.636–0.969). The positive and negative predic-

tive values of the AI software for predicting pleural effusion were

92.5% (95% CI 0.796–0.984) and 81.8% (95% CI 0.597–0.948),

respectively. The diagnostic accuracy of the AI software was 88.7%

(95%CI 0.781–0.953).

Examples of radiographs correctly and incorrectly classified by the

AI model are reported in Figures 1 and 2, respectively.
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F IGURE 1 Examples of radiographs correctly classified by the AI model as having pleural effusion. A, Right lateral (kVp 80, mAs 6.5) and B,
ventrodorsal (kVp 90, mAs 6.5) radiographic projections of a dogwithmild and unilateral signs of pleural effusion. There is a vesicular pattern in
the cranioventral aspect of the lung fields on the lateral projection (arrowhead). The free fluid accumulates ventral to the heart, increasing the
radiographic opacity of themediastinal fat (arrow). This dog had confirmation of left cranial lung lobe torsion and pleural effusion on surgery

F IGURE 2 Examples of radiographs incorrectly classified by the AI model as having pleural effusion. A, Left lateral (kVp 80, mAs 6.5) and B,
ventrodorsal (kVp 90, mAs 6.5) radiographic projections of a dogwithout pleural effusion. Note the fat opacity ventral to the heart (arrow). The
excessive fat accumulation in themediastinum is mistakenly assigned a yes-effusion value, likely as the radiographic density of fat allowing
visualization of the apex of the heart was not considered by the algorithm

The AI model failed to identify four cases of pleural effusion that

were previously classified by the two authors as mild (3) (Figure 3) and

moderate (1) (Figure 4).

4 DISCUSSION

The authors use the term validation of the software specifically to

determine the sensitivity and specificity of the AI algorithm to detect

pleural effusion in test groups A and B. This is limited to a popula-

tion of 41 abnormal and 21 normal subjects. It is worth highlighting

in this discussion that there is a separate and independent data set

used by the developers of any AI software to train their software. The

latter is often a larger data set in the thousands that contain a myr-

iad of pathological processes, including pleural effusion. However, just

because AI software has been trained with a larger data set, using a

myriad of pathological processes does not mean that the software has

been validated against an external independent data set. The results of
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F IGURE 3 Examples of radiographs incorrectly classified by the AI model as not having pleural effusion. A, Right lateral (kVp 80, mAs 4.5) and
B, ventrodorsal (kVp 90, mAs 4.5) radiographic projections of a dog withmild and unilateral pleural effusion. Arrows indicate fluid lines indicating a
minimal amount of fluid within the pleural space. The amount of fluid in the lateral projection obscures the apex of the heart. This dog had
confirmation of a heart basemass by echocardiography. Pleural effusion was confirmed by thoracic ultrasound

F IGURE 4 Examples of radiographs incorrectly classified by the AI model as not having pleural effusion. A, Right lateral (kVp 80, mAs 6.5) and
B, ventrodorsal (kVp 90, mAs 6.5) radiographic projections of a dog withmoderate and bilateral pleural effusion (arrows). This dog had
confirmation of pleuritis by thoracentesis due to coccidioidomycosis. The software did not recognize the soft tissue opacity obscuring portions of
the heart as free pleural fluid. The lung borders are highlighted by the fluid (scalloping), as noted by the arrowheads in the lateral view

this study suggest that the application of the AI model could assist vet-

erinarians in the detection of pleural effusion in thoracic radiographs

and possibly serve as a screening tool for triaging a patient. Remark-

ably, a similar sensitivity (91%) and specificity (91%) was obtained by

other authors9 in detecting pleural effusion in human patients with the

use of CNN. A similar performance was also found by CNN in veteri-

nary patients.20,23 However, these previous studies relied only on the

radiologist report, and confirmation of the disease was not obtained.

Using exclusively the radiologist’s report as the ground truth for this

analysis can create some pitfalls9, as the accuracy of the radiologist in

detecting pleural effusion is estimated to vary from 67% to 92%. 34,35

There are no reports evaluating the accuracy of a board-certified radi-

ologist in detecting pleural effusion in the veterinary literature. Pleu-

ral effusion can be misinterpreted in cases of pleural masses, adipose

tissue accumulation within the mediastinum, and positioning of the

patient. In other words, the authors speculate that the radiographic

report is not the ideal ground truth, as it is subject to the accuracy

of a radiologist. The test group in this work (confirmed cases of pleu-

ral effusion) was selected using various methods, such as thoracente-

sis or surgery. While the authors reviewed the abnormal cases and by
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consensus agreed that all subjects in the test group had radiographic

evidence of pleural effusion, the software performance was tested

against the proven presence of pleural effusion.

The AI model used, tested on a small database of radiographic

images, showedahigh classificationaccuracy in thedetectionof pleural

effusion in dogs and, as importantly, in the detection of normal thoracic

radiographs.

One false-negative caseof pleural effusionexhibited subtle changes.

This case was classified as mild by the authors. This highlights

the fact that the CNN may also encounter difficulties in correctly

identifying subtle sets of abnormalities and assigning the incor-

rect output, similar to what a radiologist may encounter in prac-

tice. On the other hand, another false negative case had a severe

volume of pleural effusion. The cause of this misdiagnosis remains

unclear, as it was deemed a case of severe pleural effusion by the

authors.

The aim of the present study was to test the ability of the AI model

to detect PE as an isolated abnormality and not to determine the cause

or classify the severity of PE. The software was programmed to auto-

matically classify canine thoracic radiographs as either no-pleural effu-

sion or Yes-pleural effusion. In other words, the ability of the soft-

ware to discern pleural effusion as the result of right heart failure or

lung lobe torsion was not tested. This requires collecting a larger set

of a specific disease process to achieve statistical significance. More-

over, even with a training data set in the thousands, the develop-

ers of the software do not have enough data points to classify effu-

sion as mild, moderate, and severe. Further grading the severity of

the pleural effusion will improve the analysis and understanding of

the software limitations, but it remains beyond the capabilities of the

software.

The authors argue that any AI software that is being devel-

oped reflects the accuracy of the data it was trained against, which

was created by specialists. This includes the ability of the imaging

experts to accurately provide the key features that are present in

any given pathological process. This is one of the key issues that

should be at the forefront of veterinary practitioners in success-

fully understanding the role of AI in day-to-day practice. While val-

idation of the software to detect pleural effusion has been shown,

correlating the abnormal radiographic finding of pleural effusion

with other abnormal radiographic findings to determine the eti-

ology of the effusion, e.g., a pulmonary mass, diaphragmatic her-

nia, or heart disease, was not possible due to the small number of

cases.

It is the opinion of the authors that AI software as applied to the vet-

erinary imaging field is here to stay. However, validating such technol-

ogy is essential to ensure the correct use of the technology in day-to-

day practice. Although there is no evidence that AI can make complex

problem-solving decisions typical of a radiologist as reflected in radiol-

ogy reporting, AI shows promise to at least be used as a screening tool

for general practitioners. The user of such technology must, however,

have proper expectations and a clear understanding of the current pit-

falls and advantages of such technology.
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